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Introduction

Data �ow

Figure 1: A real-life pipeline.
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Introduction

Illumina

Figure 2: HiSeq 2000.

Characteristics:

� High throughput.

� Paired end.

� High accuracy.

� Read length 2 � 150bp.

� Relatively long run
time.

� Relatively expensive.
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Introduction

Life Technologies

Figure 3: Ion proton.

Characteristics:

� Moderate throughput.

� Single end (for now).

� High accuracy.

� Read length � 200bp.

� Short run time.

� Cheap runs.
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Introduction

Exome sequencing

In exome sequencing, we select genomic regions of interest
using a target-enrichment strategy .

� PCR.

� On array capture.

� In-solution capture .
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Introduction

Exome sequencing

In exome sequencing, we select genomic regions of interest
using a target-enrichment strategy .

� PCR.

� On array capture.

� In-solution capture .

Overview of an in-solution capture.

� Fragmentation.

� Size selection.

� Linker ligation.

� Capture.

These regions are then sequenced.
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Introduction

Pipelines

Figure 4: Scene from “Modern times”.
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Introduction

Data analysis

Resequencing pipelines can roughly be divided in �ve steps.
1. Pre-alignment.

� Quality control.
� Data cleaning.

2. Alignment.
� Post-alignment quality control.

3. Variant calling.
4. Filtering.

� Post-variant calling quality control.

5. Annotation.
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Pre-alignment

The FastQ �le format

1 @SGGPP:4 :101
2 TTCGGGGGCTGGCAAATCCACTTCCGTGACACGCTACCATTCGCTGGTGGT
3 +
4 � '+4589,53330 � 0&07+03:54/2362 � +.488587>@/25440++0(+
5 @SGGPP:4 :102
6 CGGTAAACCACCCTGCTGACGGAACCCTAATGCGCCTGAAAGACAGCGTTC
7 +
8 34/ � � 0 '+.000(.55:; :99(0(+2(22(0316;185;;0; : < < > =AA59
9 @SGGPP:4 :106

10 TCGTTAACGACTTTGTTCGCCACCGCAACCGCCTGTTTCGGGTCACAGGCA
11 +
12 09875;5?< ;?@A4?B:BBB<AA>CCC>C>BB0. � > =0488+3444:@5@<
13 @SGGPP:4 :112
14 TTGATGAATATATTATTTCAGGGAATAATTATGACACCTTTAGAACGCATT
15 +
16 70<< @::5:< ;==7; > > /79 < : . :494.8( , ,8 :753/5@5??C>B???B7

Listing 1: Example FastQ �le.
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Pre-alignment

Data cleaning

Figure 5: Quality score per position.
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Pre-alignment

Data cleaning

A FastQ �le is typically between four and six Gigabyte in size ,
depending on the coverage.

In the pre-alignment phase, we do quality control and data
cleaning.

� Adapter clipping.

� Trimming of low quality reads.

� Length �ltering.

This will typically double the amount of disk space.
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Pre-alignment

Data cleaning

Figure 6: Selection of FastQC output.
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Alignment

The SAM and BAM �le format

1 SGGPP:4 :101 99 chr10 61689 0 100M = 61733 144
2 TTCGGGGGCTGGCAAATCCACTTCCGTGACACGCCATTCGCTGGTGGT
3 � '+4589,53330 � 0&07+03:54/2362 � +.487>@/25440++0(+
4 SGGPP:4 :102 147 chr10 61733 0 100M = 61689 � 144
5 CGGTAAACCACCCTGCTGACGGAACCCTAATGCTGAAAGACAGCGTTC
6 34/ � � 0 '+.000(.55:; :99(0(+2(22(03185;;0; : < < > =AA59
7 SGGPP:4 :106 147 chr10 61991 0 100M = 62035 144
8 TCGTTAACGACTTTGTTCGCCACCGCAACCGCCTGTTTCGGGTCACAGGCA
9 09875;5?< ;?@A4?B:BBB<AA>CCC>C>BB0. � > =0488+3444:@5@<

Listing 2: Example SAM �le.

A SAM �le is � 1:28� the size of the FastQ �le(s).

A BAM �le (compressed SAM) is � 0:23� the size of the FastQ
�le(s).
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Variant calling

The Pileup �le format

Figure 7: Pileup visualised.

1 chr10 65490 a 3 . . , EJI
2 chr10 65491 a 3 . . , DJH
3 chr10 65492 t 3 C. c @JF
4 chr10 65493 g 3 . . , / JE

Listing 3: mpileup �le
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Variant calling

The Pileup �le format

Figure 7: Pileup visualised.

1 chr10 65490 a 3 . . , EJI
2 chr10 65491 a 3 . . , DJH
3 chr10 65492 t 3 C. c @JF
4 chr10 65493 g 3 . . , / JE

Listing 3: mpileup �le

Symbols:

� .̀ ' and `, ' for reference
calls.

� C̀' and `c ' for variant calls.

� Other letters are quality
scores.
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Variant calling

The VCF �le format

Field Explanation
CHROM Name of the chromosome.
POS Position on the chromosome.
ID List of unique identi�ers.
REF Reference base(s).
ALT List of alternate non-reference alleles.
QUAL Phred-scaled quality score for the asser-

tion made in ALT.
FILTER PASS if this position has passed all �l-

ters.
INFO Additional information.

Table 1: Required �elds.
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Summary

Data analysis output

In total, we have more than 10 � the amount of data in use.

File type Size Permanent
Original FastQ 6 :0GB yes
Cleaned FastQ 6 :0GB no
SAM 7:7GB no
BAM 1 :4GB yes
Pileup 41 :0GB no
VCF 0:2GB yes
Total 62 :4GB

Table 2: Output �les and sizes.

We typically end up with 1 :5� more data.
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Infrastructure

Clusters

Figure 8: Roadrunner supercomputer.

http://en.wikipedia.org/wiki/IBM Roadrunner3Gb-TEST 15/28 Tuesday, September 9, 2014



Infrastructure

Clusters

Massive parallel computing.

� A large number of computers working together.

� Analyse lots of samples at the same time.

� Sometimes a way to reduce memory requirements (if the
problem permits it).

� Very suitable for NGS, especially alignment.
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Infrastructure

Clusters

Massive parallel computing.

� A large number of computers working together.

� Analyse lots of samples at the same time.

� Sometimes a way to reduce memory requirements (if the
problem permits it).

� Very suitable for NGS, especially alignment.

Cons:

� Not all problems are suitable for parallel computation.
� Programs must be adjusted to make use of a cluster.

� Chop the problem op in parts / combine the results.
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Infrastructure

Clusters

Figure 9: Schematic overview of a cluster.
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Infrastructure

Storage

We need a high performance storage solution in the analysis
stage.

� Redundant design.

� At least 5TB of working space.

For long term storage we mainly need a lot of storage.

� Redundant design.

� Backup.

� At least 25TB of space.
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Infrastructure

Security

When working with an external sequencing provider, make
sure all communication is encrypted.

� VPN (structural solution).
� GPG public/private key encryption.

� Can be used in combination with “unsafe”
communication protocols.

Usage of cloud storage is strongly advised against.

� Patriot act.

� Ownership issues (Dropbox).

� European legislation.
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Infrastructure

Data integrity

Let the producing party calculate a �ngerprint .

� MD5.

� SHA1 (preferred).

Only accept the data transfer when:

� File received (high performance storage).

� File copied to permanent storage (with backup).

� Fingerprints veri�ed on both copies.
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Infrastructure

Infrastructure example

Figure 10: Network design for working with an external party .
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Infrastructure

Infrastructure example

Figure 11: Data �ows.
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Dissemination

Share your results

There are a number of ways of storing and sharing your vari-
ants:

� LOVD.

� dbSNP.
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Dissemination

Share your results

There are a number of ways of storing and sharing your vari-
ants:

� LOVD.

� dbSNP.

Sharing is important:

� If no-one shared, you can not �lter.

� Can lead to co-authorship when other people use your
data.
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Dissemination

LSDBs

Lots of valuable data in locus speci�c databases .
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Dissemination

LSDBs

Lots of valuable data in locus speci�c databases .

These databases:

� Gene oriented.

� Contain patient information.

� Heavily curated (high quality).
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Dissemination

LSDBs

Lots of valuable data in locus speci�c databases .

These databases:

� Gene oriented.

� Contain patient information.

� Heavily curated (high quality).

But:
� Usually no genomic coordinates.

� Experts use one gene as reference, not an entire genome.
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Dissemination

LSDBs

Figure 12: LOVD welcome screen.
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Dissemination

Variants in LOVD

Figure 13: Selection of variants.
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Dissemination

DVD

The Diagnostic Variant Database .

� Share variants found in exome sequencing experiments.

� Find functionally relevant variants.
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Dissemination

DVD

The Diagnostic Variant Database .

� Share variants found in exome sequencing experiments.

� Find functionally relevant variants.

Technical details:

� Store coverage information to determine reference calls.

� Disambiguation of variant descriptions.

� Pooling without loss of information.
� Duplicate sample detection.

� Allows for re-annotation without polluting the database.

� Encrypted connection with authentication.

3Gb-TEST 27/28 Tuesday, September 9, 2014



Questions?
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